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A quantum mechanical investigation on the effects of the solvent and the structure on nonlinear optical activity
of a class of merocyanine compounds has been conducted. The interplay of the two effects on the first
hyperpolarizability, computed at density functional theory and second-order Møller-Plesset level, has been
analyzed in combination with ground state properties and geometries and excited state energies and dipoles.
A critical analysis of the simplified two-level model has also been presented.

1. Introduction

A large part of the present nonlinear optics (NLO) research
is focused on two interconnected lines, the design and the
synthesis of new organic molecules and the quantum-mechanical
interpretation of their structure-properties relationship.

Organic molecules are easy to manipulate, they can be
crystallized, they are robust, and they can be incorporated into
plastics. In addition, the power of the organic chemistry to tailor
materials at will gives us the possibility to synthesize molecules
with larger nonlinear optical effects than in traditional inorganic
materials.1 In particular, in the last years great attention has been
focused on a specific type of organic molecules as potential
efficient NLO chromophores, the push-pull molecules char-
acterized by a polarizable π-electron system and donor and
acceptor groups to create an asymmetric polarizability.2-5

Generally, in push-pull molecules, a simple but effective model
is introduced to rationalize their electronic behavior and in
particular their hyperpolarizability �, a fundamental property
to design efficient NLO materials. According to this model,
known as two-level model (TLM),6-9 the dominant contribution
to � arises from the ground state and a charge-transfer (CT)
excited state and as a result the common definition of � in terms
of sum over all excited state reduces to a single term corre-
sponding to the CT state. In parallel, both ground and excited
states are represented in terms of two resonance limit forms
showing a neutral and a zwitterionic character, respectively. By
modulating the relative weight of the two forms a very different
behavior can be induced in the systems with corresponding
enhancement (or depletion) of the NLO activity. A common
way to control such a nonlinear optical response is to increase
the electronic asymmetry of the molecule, and this is generally
done by changing the relative strengths of the donor and acceptor
groups. A further factor that can strongly influence the NLO
properties is the polarity of the solvent; its influence when
cooperatively combining with a proper structural design can in
fact lead to an extraordinarily variable range of � values,
eventually switching from negative to positive.

In this work, the focus is on a class of highly polarizable
merocyanine compounds originally synthesized and character-

ized by Abbotto et al.10 It is a family of azinium-(CHdCH-
thyenil)-dicyanomethanido chromophores in which the presence
of electron-donor and electron-acceptor terminal groups linked
by a π-conjugated chain makes them a clear example of push-
pull molecules (see the scheme below for the indication of the
structures and the short names we will use in the following).

In this class of chromophores, the modulation of the intramo-
lecular charge transfer is governed by consecutive annelation
of the pyridyl ring. This annelation effect can in fact cause
significant bond alternation and influence the relative importance
of the aromatic/quinoid character of the azinium ring. In
particular, a tuning of the charge transfer can be obtained by
changing the environment; moving from apolar to polar solvents
has shown to largely affect the NLO activity of these systems.

To rationalize this delicate interplay between solvent and
structural changes quantum-mechanical (QM) methods that
include electron correlation and solvation models which properly
account for the details of the structural and the charge distribu-
tion of the solute are required.

As far as concerns accurate QM methods for NLO properties,
a fundamental contribution came from the development of
response theories,11 and their extension to correlated levels of
theories (such as second-order Møller-Plesset, MP2, and
coupled cluster); these in fact have shown to reproduce
molecular hyperpolarizabilities with good accuracy.12 More
recently, density functional theory (DFT) methods have started
to be widely used to evaluate NLO properties; however the
accuracy that can be achieved at this level of theory is still an
open probem.13,14 Inadequacies of pure DFT functionals both
in the local density approximation and the generalized gradient
approximation (GGA) were identified as wrong asymptotic
behavior of the functional and self-interaction error. Since these
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sources of error are absent in HF method, the fraction of HF
exchange introduced in hybrid functionals reduces but does not
completely eliminate the inaccuracies of pure DFT.

Moving to the description of solvent effects on both structure
and NLO properties, it is known that an accurate consideration
of the geometrical structure and of the charge distribution of
the dye are important aspects to properly model the solvent
effects on molecular response properties. Nowadays, there are
many alternative solvation models that can be used. However,
among the available approaches, the most popular for this kind
of study is still represented by continuum solvation models.15,16

Within the framework of semiclassical descriptions, important
applications to NLO properties have been made by Wortmann
and Bishop17 and by Ågren and co-workers.18 Quantum me-
chanical descriptions of the effect of the solvent on NLO
properties have been carried out by, among others, Willets and
Rice,19 Yu and Zerner,20 and Mikkelsen and co-workers.21 Still
within the quantum-mechanical approaches, the polarizable
continuum model (PCM) developed in Pisa22,23 has shown to
be an effective approach to study several linear and nonlinear
optical processes in liquid phase.24 Within this method, in fact,
the optical property of interest is obtained by introducing into
a response equation scheme25 the proper terms representing the
interaction with both the solvent reaction field and the Maxwell
field in the medium, thus leading to an ab initio evaluation of
the corresponding macroscopic susceptibilities.

In the present work, a detailed investigation of both aspects
is performed by using DFT and MP2 descriptions in combina-
tion with PCM for the solvent effect. In such a way, structure
and solvents effects on � will be analyzed comparing TLM
estimates with finite-field (FF) calculations. In addition, UV-vis
absorption wavelengths and NMR chemical shifts are calculated
and compared with experiments. All calculated data have been
analyzed in terms of possible correlations with structural and
charge parameters.

The paper is organized as follows. In Section 2, a description
of the computational strategy used is presented; in Section 3,
the results obtained are presented and compared with experi-
ments; and in Section 4, conclusive comments are reported.

2. Computational Details

Because of the problems shown by DFT in correctly
describing bond length alternation in highly conjugated
systems,13,26 for all molecules in all different environments
ground state geometries have been obtained at two different
levels of QM theory, namely B3LYP27 and MP2 (6-31+G(d)
and 6-31G(d) basis sets have been used in two methods,
respectively).

Electronic excitation energies and the corresponding transition
dipoles have been obtained using the time dependent density
functional theory (TDDFT)26 with the 6-31+G(d) basis set. For
common local excitations, the B3LYP functional gives electronic
excitation energies similar to highly correlated methods. How-
ever, when B3LYP is used to study charge-transfer excitations

in organic push-pull π-conjugated systems, the accuracy of
the results is generally reduced in an unpredictable way.29 One
of the main reasons for such an unpredictable behavior is due
to the incorrect asymptotic behavior of the exchange contribution
to the Kohn-Sham equations. This possible limitation gets
worse if the dimension of the system is increased, especially
the length of the π-conjugated bridge connecting donor and
acceptor groups. One approach that has shown to be promising
for improving the accuracy of CT excitations while maintaining
good quality local excitations is to partition the 1/r12 operator
in the exchange term into short- and long-range components.30

Among this class of new functionals, a quite successful one is
the Coulomb-attenuated CAM-B3LYP.31 The same functional
has been successfully used to calculate linear and nonlinear
optical properties.32 For these reasons, CAM-B3LYP has been
selected as more accurate alternative to B3LYP in the present
study and used both in the TLM and FF approach in combination
with a 6-31+G(d) basis set. To check the reliability of the basis
set, some tests on the PYRI system have been done using
6-311+G(d) and 6-311++G(d,p). As a further correlated
method, MP2/6-31G(d) has been also used in the calculation
of the FF hyperpolarizabilities.

In all calculations, solvent effects have been modeled using
the integral equation formalism (IEF) version of PCM.23 In such
a model, the solute molecule, which is assumed to be hosted in
a cavity inside a polarizable continuum dielectric representing
the solvent, is treated quantum mechanically, whereas the
solvent polarization is described in terms of an induced surface
charge on such a cavity. The shape of the cavity is obtained as
the envelope of spheres centered on selected atoms of the solute
and is thus determined by the solute geometry. In the present
case, we have used cavities constructed by applying the united
atom topological model and the atomic radii of the UFF33 force
field as implemented in the GAUSSIAN code.34 According to
this model, a sphere is associated to each atom (excluding the
hydrogens) with radii defined according to the type of atom
and the bonds; namely we have R(CH) ) 2.125, R(C) ) 1.925,
R(N) ) 1.83, R(S) ) 2.017, and R(CH3) ) 2.525 (all values
are in Å).

To describe the solvent response, the following dielectric
constants have been used: dioxane 2.21, CHCl3 4.80, DMF
36.70, and DMSO 46.70. In the case of polar solvents, the
optical components of the dielectric constant used are CHCl3

2.085, DMF 2.04, and DMSO 2.18.
All calculated results have been obtained using a local version

of the Gaussian software package.34

3. Results

The presentation and discussion of the results is organized
in four sections, focused on ground state geometries, NMR
chemical shifts, UV absorption spectra, and TLM and FF static
hyperpolarizabilities.

3.1. Bond Length Alternation (BLA). The combined effect
of BLA, which strictly depends upon the π-electron structure,

Figure 1. Pictorial representation of the dependence of the neutral/zwitterionic character on BLA
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and of solvent influences the change in the relative contributions
of the two neutral and dipolar limit forms generally used to
describe ground and excited states (see Figure 1 for a pictorial
representation of such a dependence).

In the investigated systems, the definition of BLA is not
univocal. Looking at Figure 1, a working definition of BLA is
that including all the bonds (including the final C-N bond) that
are involved in the possible single-to-double bond change
passing from the neutral to the zwitterionic form. In Figure 2,
the solvent dependence of the BLA of the three systems is
shown both at B3LYP and MP2 level. As a further useful piece
of information, we recall that only the PYRI system presents a
planar structure while both CHINO and ACRI systems show
strong deformation from planarity in the azinium group.

Looking at Figure 1, it appears evident that in the PYRI
system the neutral limit form corresponds to a loss of aromaticity
(i.e., a quinoid structure); this should be disfavored with respect
to the zwitterionic (and aromatic) form. As a result, a negative
BLA is expected especially in polar solvents. From Figure 2, it
can be noticed that this prediction is correctly reproduced by
both DFT and MP2 methods. In both cases, BLA crosses zero
between CHCl3 and DMF even if the range of values is much
smaller for B3LYP than for MP2.

Also for the CHINO system, B3LYP and MP2 both show a
change of sign between CHCl3 and DMF but for this system
the negative values found in polar solvents are quite small
showing that the contribution of the zwitterion form is less
important than in the PYRI system. This is particularly evident
at B3LYP level.

Finally, moving to the ACRI system, both at B3LYP and
MP2 level, BLA is always positive and large (especially at MP2
level); this means that a neutral structure is dominant whatever
is the solvent. This result can be explained observing that for
this system a high ring aromaticity acts against the π-conjugation
along the chain and it can better sustain a neutral (or quinoid)
character.

This analysis shows that B3LYP and MP2 give quite different
pictures of BLA passing from PYRI to ACRI system (and from
apolar to polar solvents). These differences in the description
of the sensitivity of the three systems to structural and solvent
effects are expected to have important implications in the
successive study of NLO properties and they worth a further
analysis.

3.2. NMR Spectra. To better appreciate the reliability of
the geometries obtained either with B3LYP and MP2, we have

calculated NMR 13C spectra. It is in fact well known that
geometry changes can have a strong correlation with variations
of magnetic properties such as chemical shifts. Here, in
particular we compare B3LYP/GIAO (gauge independent atomic
orbital)35 chemical shifts of the three systems as obtained using
B3LYP and MP2 optimized geometries. As experimental data
are available only for DMSO as solvent, also the calculations
have been limited to this single solvent.

Experimental and B3LYP/6-311+G(2d,p) chemical shifts of
the carbons of the main backbone structure for the three systems
in DMSO are shown in Figure 3.

A general good agreement between calculated and experi-
mental data are found both in terms of trends and absolute
values. The results do not significantly depend on the geometry;
using either B3LYP or MP2 optimized structures, the average
error is less than 10% for all nuclei with the exception of the
carbon atoms on the thiophene ring for which larger errors are
found.

The comparison with the available 15N data is more difficult.
While it has been shown that carbon nuclear shieldings can be
accurately described by standard functionals such as B3LYP
with extended basis sets as the ones used here, nitrogen is still
a less studied nucleus and no well-defined computational
protocols have been proposed. We have thus decided to use
the same functional and basis set used for C also to calculate N
nuclear shieldings. Experimental data are known only for the
azinium nitrogen in DMSO; we also note that the experimental
data refer to systems not exactly equivalent to those used in
the calculations; for PYRI and CHINO measured data refer to
a nitrogen atom linked to a nC10H21 group while for ACRI
system they refer to N(H). The calculated data show an error
of 4% for PYRI using either DFT or MP2 geometries, 7% (DFT)
and 11%(MP2) for CHINO, and a large error (30% at both DFT
and MP2 geometries) for ACRI. This much larger error for
ACRI can surely be imputed to the presence of a linked H in
the experimental system; this in fact will change the electronic
charge distribution on nitrogen and can also have hydrogen-
bonding interactions with DMSO which indirectly affect the
nuclear shielding of the nitrogen.

Both the analysis on carbon and nitrogen shieldings show
that such NMR data do not present a sufficient sensitivity to
the details of the geometrical structure to allow a validation of
the calculated geometries, and the following selection between
DFT and MP2. However, the general good agreement found

Figure 2. Solvent effects on BLA values for the three systems. Full lines refer to B3LYP optimizations and dotted lines to MP2 optimizations.
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with experiments passing from one system to the other, makes
us confident on the coherent description obtained for the three
systems.

3.3. UV-vis Spectra. Once we have determined and ana-
lyzed changes in the geometry due to the combination of
structural and solvent effects, we move to verify how these
effects are reflected in the electronic properties. As indicated
in the computational details, here we adopt a TDDFT approach
to study electronically excited state and to evaluate both their
transition and state properties. The latter are calculated in terms
of the relaxed density, which can be obtained thanks to the

extension of TDDFT to analytical gradients.36 This extension
has been recently generalized to include PCM solvent effects.37,38

Experimental and calculated excitation wavelengths are
reported in Table 1. Experimental data refer to band maxima.

As in the present analysis, the interest is mainly focused on
the combined effect of structure and solvent, the data reported
in Table 1 will be commented in terms of shifts. We note that
in principle this a more fair analysis when TDDFT excitation
energies are compared with experiments. In fact, as we have
already said, TDDFT is not an extremely accurate approach to
study CT excited states (even in its most recent formulations

Figure 3. Correlation between B3LYP/6-311+G(2d,p) and experimental10 13C chemical shifts for the PYRI, CHINO, and ACRI systems in DMSO.
Tetramethylsilane is the reference molecule chosen in both experimental and computational data.

TABLE 1: Experimental and Calculated Absorption Energies of the Three Investigated Systems in Different Solventsa

TDB3LYP TDCAMB3LYP

geom exp B3LYP MP2 B3LYP MP2

PYRI
DMSO 2.04 (0.29) 2.20 (0.02) 2.20 (0.01) 2.34 (0.16) 2.40 (0.20)
CHCl3 1.81 (0.06) 2.17 (-0.01) 2.17 (-0.02) 2.21 (0.02) 2.21 (0.02)
dioxane 1.75 2.18 2.19 2.19 2.20

CHINO
DMSO 1.78 (0.12) 2.04 (-0.04) 1.99 (-0.06) 2.13 (0.01) 2.21 (0.12)
CHCl3 1.66 (0.00) 2.03 (-0.05) 2.05 (-0.01) 2.05 (-0.07) 2.08 (-0.01)
dioxane 1.66 2.08 2.06 2.13 2.09

ACRI
DMSO 1.58 (-0.39) 1.95 (-0.07) 2.00 (-0.06) 2.01 (-0.14) 2.16 (-0.10)
CHCl3 1.88 (-0.08) 1.98 (-0.04) 2.03 (-0.03) 2.07 (-0.07) 2.21 (-0.05)
dioxane 1.97 2.02 2.06 2.15 2.25

a In parentheses the solvatochromic shift with respect to dioxane is reported. All values are eV.
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in terms of new functionals). However, in order to have a
meaningful study, we have to expect that trends passing from
one system to the other and/or from a solvent to the other, are
correctly reproduced.

As it can be seen from Table 1, by increasing solvent polarity
a very different response is observed in the different systems,
namely a blue shift for PYRI and CHINO systems and a red
shift for the ACRI system. These opposite shifts are correctly
described at TDCAMB3LYP level (at MP2 geometries) whereas
TDB3LYP generally gives a much worse description especially
for the larger systems.

As expected, the effect of the different geometry (either
B3LYP or MP2) becomes quite important for the two larger
systems, that is, for the systems for which we found the largest
differences in the prediction of the BLA (see Figure 2); this is
particularly evident at TDCAMB3LYP level. In fact, if we focus
on the solvatochromic shift DMSO-Diox, we can see that for
PYRI system there is a relatively small increase in the magnitude
of the shift passing from B3LYP to MP2 geometries. A
significantly larger increase is obtained for the CHINO system
while a reduction is found for the ACRI system.

Let us try to rationalize these observations using the neutral/
zwitterionic picture presented in the introduction and reported
in Figure 1.

When the solvent polarity increases we expect that the ground
state becomes more zwitterionic and BLA more and more
negative. The excited state is also stabilized in polar solvents
but not as much as the ground state and a solvatochromic blue
shift is found. This model seems to apply to the PYRI system
whatever is the geometry used. In that system in fact, the ground
state is essentially zwitterionic (as discussed in the previous
section) at both B3LYP and MP2 level. As a result the electronic
transition can be viewed as a charge transfer from the negatively
charged dicyano group to the N-alkylazinium group.

By contrast, in the ACRI system, we have seen that the MP2
ground state has a more neutral character and a less important

solvent dependency than the B3LYP one. In this case the flow
of electronic charge on excitation seems to have an opposite
direction with respect to what found in the PYRI system, from
the aminoquinoid group to the dicyano group. As a result, the
corresponding excited state has a prevalent zwitterionic character
that is similar in all solvents and the solvatochromic shift
becomes smaller.

In general, MP2 geometries (when used in combination with
TDCAMB3LYP) seem to give the most accurate description
of the absorption process in the three systems. To check if this
behavior is due to a fortuitous combination due to the relatively
small basis set we used, a test with larger basis sets (6-311+G(d)
and 6-311++G(d,p)) has been done on the PYRI system. The
differences obtained on the transition energies are less than 1%
with all solvents and the signs of the shifts passing from one
solvent to the other do not change with respect to the results
obtained with the smaller basis set.

A further analysis that can be used to rationalize structure
and solvent effects on the electronic nature of ground and excited
state can be obtained in terms of atomic populations. In Figure
4, we report the variation of the Merz-Kollman (MK)39 charges
passing from ground to excited states for the PYRI and the
ACRI system. In particular, we have plotted the change in the
MK charges of the two terminal groups passing from ground
to excited states. All data refer to (TD)CAMB3LYP calculations
with MP2 geometries.

Concerning the ground state, the PYRI system presents the
typical charge distribution of the zwitterionic form as predicted
from the previous analysis on BLA, a large and negative value
on the dicyano residue and a large positive value on pyridinic
residue (especially in polar solvents). In the ACRI system, the
dicyano residue has a much smaller charge, and in parallel the
acridinic residue becomes much less positive (in agreement with
the BLA positive value discussed in the previous section). If
now we consider the excited state, we see that in the PYRI
system the charge on dicyano residue is still negative but smaller

Figure 4. Changes in the MK charges of the terminal groups A and B passing from ground to excited state for pyridinic (upper graph) and
acridinic system (lower graph) in dioxane (red boxes) and DMSO (blue boxes). Only TD-CAMB3LYP results at MP2 geometries are reported.
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in magnitude with respect to the ground state thus showing a
less zwitterionic character for such a state due to a charge flow
to the pyridinic group. By contrast, in the ACRI system the
dicyano charge becomes more negative and the acridinic charge
becomes significantly positive. This opposite behaviors is clearly
shown in Figure 4 in which an opposite charge flow seems to
be associated with the two systems (namely from the dicyano
group to the pyridinic group in the PYRI system and from the
ACRI to the dicyano residue in the ACRI system). In addition,
the two systems present a further opposite behavior, the charge
flow (either in one or in the opposite direction) becomes more
efficient in polar solvents for PYRI system and in apolar solvents
for the ACRI systems. This trend exactly follows the parallel
one on solvatochromic shifts (blue and decreasing with polarity
for the PYRI system and red and increasing with solvent
polarity). The explanation is easily given in terms of the
preferential stabilization that polar solvents have on more
zwitterionic systems which, for PYRI is the ground state and
for ACRI is the excited state.

3.4. Hyperpolarizability. In the previous section, we ana-
lyzed in detail both ground- and excited-state properties of the
three systems in different solvents; now, we move to present
and discuss the related NLO properties. In this section, two
different estimates of the static hyperpolarizability will be
considered, namely, that obtained assuming a TLM and that
obtained as FF difference of analytic polarizabilities.

3.4.1. A Comparison with Experiments. Within the TLM
approximation, it is possible to obtain experimental estimates
of the static hyperpolarizability (�0) using the electro-optical
absorption (EOA) approach.5,40 This is a powerful experimental
technique that can be used for characterizing the CT band of a
push-pull molecule. In an EOA experiment, one measures the
effect of an externally applied electric field on the molar decadic
absorption coefficient, and from such a measurement the ground-
state dipole moment and the ground-to-excited dipole difference
∆µ can be calculated. By using EOA data together with
experimental excitation energies (∆E) and transition dipole
moments (µT), the static hyperpolarizability can be estimated
within the TLM approximation as

where the Taylor convention has been used for both the sign
and prefactors.48 This equation can be obtained from the full
sum-over-state (SOS) expression by reducing the sum to only
one excited state (the CT state) and assuming that one tensorial
component dominates the response (i.e., the charge-transfer is
unidirectional). We note that in all the three systems studied
there is an (almost) axial symmetry, and the dipole moments
(including the transition ones) are dominated by the x component
where x is the axis connecting the central carbon in the cyano
group with the nitrogen of the azinium group. The differences
obtained in the estimate of �0 when using the x components
only or the full vectors are less than 1%.

Owing to the strong electric field required for EOA measure-
ments, spectra are recordable only in solvents with low dielectric
constants to avoid dielectric breakdown. This is the reason why
experimental data are available only in dioxane solution as
reported in Table 2.

In Table 3, a study on the influence of the QM description
on TLM hyperpolarizabilities of the three investigated systems
in dioxane is reported. TDB3LYP and TDCAM-B3LYP de-
scriptions have been used for both B3LYP and MP2 geometries.

By comparing with the experimental results reported in Table
2, it is evident that the best description is obtained with
TDCAM-B3LYP. A comparison of these results with EOA data
leads to a generalized and satisfactory agreement, showing that
TDCAM-B3LYP gives a good description of the excited state
as already suggested by the previous analysis on the absorption
energies.

Moving to a more detailed comparison with experiments, we
see that dipole moment changes from the ground state to the
first excited state are generally underestimated, though sign and
trend are correctly reproduced when TDCAMB3LYP is used.
At TDB3LYP level, the sign of the calculated ∆µ is correct for
PYRI and ACRI systems but not for CHINO. As the sign of
∆µ determines the sign of �0, also for the latter TDCAMB3LYP
represents the best description. Calculated transition dipole
moments are generally larger than experimental ones, however
the trend passing one system to the other is correctly reproduced,
with PYRI and CHINO µT being very similar and larger than
in ACRI system.

If we now analyze the effect of the different geometry, we
see that changes increase passing from PYRI to CHINO and to
ACRI, which presents the largest sensitivity (for example the
dipole moment of the ground state changes of ca. 1.5 D at both
B3LYP and CAMB3LYP level). This is perfectly explained by
the BLA values reported in Figure 2.

From the global comparison of Tables 2 and 3 (together with
data reported in Table 1) we can conclude that the most accurate
level of calculation is represented by TDCAM-B3LYP at MP2
geometries. This combination in fact correctly reproduces
experimental trends both in absorption energies and in response

�0 ) 6∆µ(µT)2

∆E2
(1)

TABLE 2: EOA Data in Dioxane10a

PYRI CHINO ACRI

µGS 20.0 16.9 9.8
µEX 17.3 18.5 23.8
∆µ -2.7 1.6 14.0
µT 11.1 11.1 9.5
�0 -254 ( 40 175 ( 48 76241 ( 38

a Dipole moments are in Debye and hyperpolarizabilities in 10-30

esu.

TABLE 3: TDDFT Results for the Three Investigated
Systems in Dioxane Using Two Different Sets of Geometries
(B3LYP and MP2); Dipole Moments Are in Debye and
Hyperpolarizability Values Are in 10-30 esu

TDB3LYP TDCAMB3LYP

geom B3LYP MP2 B3LYP MP2

PYRI
µGS 27.4 27.2 28.6 28.2
µEX 26.2 26.0 27.5 27.4
∆µ -1.3 -1.2 -1.0 -0.8
µT 14.1 14.0 14.5 14.4
�0 -123 -112 -105 -87

CHINO
µGS 25.4 25.0 24.7 25.5
µEX 23.7 23.9 25.7 25.8
∆µ -1.7 -1.1 1.0 0.3
µT 14.4 14.4 14.7 14.8
�0 -187 -129 109 35

ACRI
µGS 19.9 18.6 19.6 18.1
µEX 22.5 23.1 23.7 23.5
∆µ 2.6 4.6 4.1 5.4
µT 13.0 12.6 13.9 13.3
�0 270 400 399 454
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properties. Therefore, in the following analysis B3LYP will not
be further used.

3.4.2. Interplay of SolWent and Structural Effects. In the
previous section, we have analyzed TDDFT estimates of � in
dioxane using a TLM approximation. Here, a study of the
solvent effects is presented by comparing TLM and FF estimates
of the same response property.

In the TLM approximation, we have assumed that the general
SOS expression determining the static � can be reduced to two
states only; within the FF approach, by contrast, the explicit
determination of the excited states is not required. In the present
study, FF values of � are obtained as finite differences of
analytic polarizabilities (the standard two-point finite dipole
difference formulas is used47). The polarizabilities are obtained
in an analytical way by using a coupled perturbed SCF
approach.25 The same approach has been also extended to
multiconfigurational SCF,42 perturbative approaches such as
MP2,43 coupled cluster,44 and DFT.45 More recently, it has been
coupled to IEFPCM to account for solvent effects.46

In all of the three systems studied, there is an (almost) axial
symmetry; as a result, the � tensor will be dominated by the
�xxx component. In the experiments, however, combinations of
different components are often used; for the studied system,
the commonly used one is48

In Table 4 and 5 we report TLM and FF values of � obtained
for the three systems in the various solvents at (TD)CAMB3LYP/
6-31+G(d) level using MP2 geometries. To have a more
complete analysis of the changes induced by the tuning of the
environment properties, gas-phase data are also reported.

We have to recall that in order to have a correct comparison
between FF and TLM estimates, we have to distinguish between
the apolar (dioxane) and the polar solvents. The FF values of
static � in fact are obtained assuming a complete response of
the solvent while the standard way to get transition energies
and dipole moments is using a nonequilibrium solvation regime.
In the nonequilibrium regime, the solvent responds with its
electronic (or optical) permittivity while the equilibrium sol-

vation is determined by the full (static) permittivity (which also
includes the orientational or inertial part of the dielectric
response). For apolar solvents, static and optical permittivities
coincide (i.e., there is no orientational contribution) but for polar
solvents they are very different, for example for DMSO ε(0) )
46.7 while εopt ) 2.18. Because of these different solvation
regimes, to have a TLM estimate that can be compared with
the FF values also for polar solvents we have to recompute both
transition energies and dipole moments assuming a complete
(equilibrium) response of the solvent. The results obtained within
such a framework are reported in Table 4 where we also repeat
the results for dioxane already reported in Table 3.

The TLM results reported in Table 4 can be related to the
BLA values reported in the previous section. For PYRI and
CHINO systems, a crossing of the cyanine limit in low polar
solvents (close to dioxane for PYRI system and close to CHCl3

for CHINO system) was found. We recall that in this limit the
system has the maximum level of conjugation and hyperpolar-
izability�becomeszero.This isconfirmedby theTDCAMB3LYP
� values that change sign passing from gas-phase to dioxane in
PYRI system and from dioxane to CHCl3 in CHINO system.
By contrast, for ACRI system � remains positive in all
environments (including gas-phase) and it increases with solvent
polarity. Once again, this behavior is coherent with what found
for BLA which is always positive for ACRI system (i.e., the
system is always in the neutral form).

Comparing the values reported in Table 4 and 5, it is evident
that the two different descriptions of � lead to very different
qualitative and quantitative behaviors. To confirm such a
behavior, we have repeated both TLM and FF calculations using
two larger basis sets (those already tested for UV/vis results,
namely 6-311+G(d) and 6-311++G(d,p)); this test has been
limited to PYRI in the two opposite solvents (dioxane and
DMSO). The behavior found with 6-31+G(d) is completely
confirmed using the two larger basis sets; the variations found
on � are of ca. 10 and 8% for dioxane and ca. 2 and 1% for
DMSO at FF or TLM level of calculation, respectively.

To have a further check on the reliability of CAMB3LYP to
describe hyperpolarizabilities, we have repeated FF calculations
for the three systems in the different environments at MP2/6-
31G(d) level. The obtained � values are reported in Table 6.

Even if the absolute values of � differ with respect to FF-
CAMB3LYP ones, FF-MP2 results confirm the same qualitative
behaviors. �xxx changes sign for PYRI and CHINO becoming
large and positive in polar solvents while it is always negative
for ACRI (increasing in module with solvent polarity). This
gives a further support to the reliability of the FF-DFT results
and it confirms the differences with respect to the TLM
description. To investigate possible sources of these differences,
we have compared the analytical polarizabilities used to obtain
� with the TLM estimate defined as

TABLE 4: TLM TD-CAMB3LYP Hyperpolarizabilities
(10-30 esu) for the Three Investigated Systems in Gas-Phase
and in Different Solventsa

PYRI CHINO ACRI

gas 64 90 234
dioxane -87 35 454
CHCl3 -760 -438 721
DMSO -1256 -1782 1029

a In all cases MP2 geometries have been used.

TABLE 5: FF CAMB3LYP Hyperpolarizabilities (10-30 esu)
for the Three Investigated Systems in Gas-Phase and in
Different Solventsa

PYRI CHINO ACRI

�xxx �x �xxx �x �xxx �x

gas 4 -1 26 -32 -86 -95
dioxane 179 165 74 56 -196 -218
CHCl3 708 685
DMSO 1013 985 1375 1346 -439 -499

a In all cases MP2 geometries have been used.

�x )
1
3 ∑

j

(�xjj + �jxj + �jjx) (j ) x, y, z) (2)

TABLE 6: FF MP2 Hyperpolarizabilities (10-30 esu) for the
Three Investigated Systems in Gas-Phase and in Different
Solventsa

PYRI CHINO ACRI

�xxx �x �xxx �x �xxx �x

gas -250 -257 -257 -241 -241 -253
Dioxane -69 -86 -469 -495 -511 -536
CHCl3 1368 1345
DMSO 1555 1536 2117 2098 -1144 -1209

a In all cases MP2 geometries have been used.
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As for the analysis on � also here, for polar solvents we have
to introduce an equilibrium solvation when calculating the
quantities required in the definition of R0

TLM. The results are
reported in Table 7.

TLM and analytical polarizabilities present the same trend
with the solvent polarity but different absolute values. The TLM
approximation accounts for 60-70% of the analytical value in
gas phase and in solution. This result is an indication that
contributions due to higher excited states are important already
at the polarizability level. These missing terms evidently become
much more important passing to �. The analysis of the
contributions of higher excited states is however much more
complicated in that property as such contributions can be either
positive or negative (depending on the sign of ∆µ) while for R
only positive terms are possible.

Still on the results of Table 6, we note that the agreement of
TDCAMB3LYP R0

TLM with experimental TLM estimates in
dioxane is very good in terms of the expected changes passing
from one system to the other but calculated values are always
larger. This can be explained in terms of possible inaccuracies
of TDCAMB3LYP to describe both absorption energies and
transition dipoles (see also Tables 1-3).

To better analyze the discrepancy between TLM and FF
results, it is better to recall the SOS estimate of R and �; namely,
using the representation by Orr and Ward,49 we have

where we have assumed that only the diagonal component along
the molecular axis (here x) is significative. To obtain the SOS
estimate of �, transition dipoles between excited states are
necessary. Within the Gaussian computational code (version
G03), these quantities are not available at TDDFT level but
they can be obtained in the CIS approximation. Still remaining
in this approximation, expensive calculations should be per-
formed to obtain not only the excitation energies and the
corresponding transition dipoles but also the variation of the
dipole moment. To reduce such an amount of calculations, we
have limited the analysis to the changes induced on the TLM
estimate of �0

SOS by the second term of eq 4 still in the
approximation that j ) 1. The SOS-CIS results obtained for
the PYRI system in different environments are reported in Table
8 together with the corresponding TLM-CIS estimates and the
analytical HF values.

Looking first at the comparison between TLM and analytical
values, we note that the discrepancies found at (TD)CAMB3LYP
level are confirmed also at HF/CIS level. This is further indirect
proof that what found is not dependent on the QM level of
calculation. Let us now move to analyze the higher-states
contribution.

For polarizability for which any truncated SOS estimate
necessarily underestimates the analytical value (all terms in the
SOS expression are in fact positive), we observe that extending
the sum to 100 excited states does not lead to a converged value,
but only to an increase of about 10 (gas phase) to 8% (DMSO)

with respect to the TLM value. The analysis becomes much
more intricate when hyperpolarizability is considered. For this
property in fact, different terms in the SOS expression can have
different sign. In gas phase, the contribution from the second
term is opposite in sign with respect to the TLM term; as a
result the � value is significantly reduced. On the contrary, in
dioxane the two contributions (with same sign) sum up in a
final large and negative SOS value. Finally, for DMSO, the
contribution from the second term is small with respect to the
TLM estimate and �0

SOS does not significantly change with
respect to �0

TLM value. These very different behaviors with the
different environments are clearly of limited use as j > 1 terms
should also be included. However, they are a clear proof of the
difficulty of the analysis of the evolution of the NLO response
with the number of excited states. In the literature only a few
ab initio studies have explicitly looked at this aspect.2,51

As a final analysis, we report the trends with respect to
different solvents and structural changes of a quantity which is
generally used to quantify the potentiality of a chromophore to
act as an efficient NLO probe. This quantity is defined as

This last analysis allows also a more direct comparison with
the computational results reported in the reference paper by
Abbotto et al. These latter refer to HF/6-31G(d) calculations
on HF/6-31G(d) geometries (imposing Cs symmetry for all
systems); solvent effects have been taken into account using
the Onsager solvation model.

R0
TLM ) 2(µT)2

∆E
(3)

R0
SOS ) ∑

j*0

2(µ0j
T )2

∆E0j
; �0

SOS ) ∑
j*0

6∆µ0j(µ0j
T )2

∆E0j
2

+

∑
j*0

∑
k*l*0

6µ0j
T µjk

Tµko
T

∆E0j∆E0k
(4)

TABLE 7: Analytic and TLM Polarizabilities Obtained at
(TD)CAMB3LYP level for the Three Investigated Systems in
Gas-Phase and in Different Solventsa

Rxx R0
TLM R0

TLM(exp)

PYRI
gas 134 95 (70)
Dioxane 175 131 (75) 98
CHCl3 191 150 (79)
DMSO 167 124 (74)

CHINO
gas 151 105 (73)
Dioxane 199 145 (73) 105
DMSO 204 149 (73)

ACRI
gas 135 80 (60)
Dioxane 172 110 (64) 64
DMSO 237 173 (73)

a In parentheses we report the percent TLM estimate with respect
to the analytical ones. In all calculations, MP2 geometries have
been used. For the TLM estimates, experimentally derived values
are also reported.10 All values are in 10-40 C V-1 m2.

TABLE 8: TLM, SOS, and Analytical
(Hyper)Polarizabilities Obtained at CIS/6-31+G(d) and
HF/6-31+G(d) Level for PYRI System in Gas-Phase and in
Different Solventsa

R0
TLM R0

SOS Rxx �0
TLM �0

SOS �xxx

gas 92(71) 104(81) 129 111 48 33
Dioxane 107(66) 120(73) 163 -41 -97 260
DMSO 74(56) 89(68) 131 -493 -493 590

a In parentheses we report the percent estimate with respect to the
analytical ones. In all calculations, MP2 geometries have been used.
R values are in 10-40 C V-1 m2 and � in 10-30 esu.

µ ·� ) ∑
j

µj�j (j ) x, y, z) (5)
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The results obtained for the three systems are reported in
Figure 5.

As expected from the previous analysis, we observe that FF-
CAMB3LYP and FF-MP2 give quite similar behaviors that
strongly differ from TLM. The older calculations show a by
far lower sensitiveness to the solvent than the present ones. This
can be explained in terms of the different solvation model used;
in the reference paper in fact, the Onsager model was used to
include solvent effects. In a such a model, the solute is assumed
to be contained in a spherical cavity of radius derived from the
real molecular volume and the solute charge distribution is
approximated to a dipole. These different approximations (and
in particular the first one on the cavity) are the source of the
differences found with respect to PCM data. In particular, the
use of the spherical cavity necessarily induces a smaller solvent
effect both in the geometry optimization and in the calculation
of the response properties. The two effects when combined are
reflected in the very flat curves of µ ·� with respect to the
solvent.

The graphs reported in Figure 5 better clarify the interplay
between solvent and structural (i.e., annelation) effects, which
we summarize as follows:

(i) In gas phase, all the systems are characterized by a
molecular structure frozen in the neutral (quinoid) limit
formula. At this limit condition, annelation of the pyridine
acceptor has not large influence on the extent of the charge
transfer and on the molecular property.

(ii) In media possessing low dielectric constants (dioxane),
the description of the dyes’ ground or excited states
becomes a combination of both quinoid and zwitterionic
limit formulas, which can easily be perturbed. In this
situation, structural modifications largely affect the
nonlinear optical response. In particular, we observe a

depletion of the NLO activity passing from PYRI to
CHINO system.

(iii) In highly polar solvents, PYRI and CHINO have a
dominant contribution of the zwitterion form while in
ACRI the neutral form is still predominant. This is
reflected in the graph in which µ ·� changes sign passing
from CHINO to ACRI.

These graphs confirm what was suggested in the experimental
characterization of the systems, namely, that the NLO perfor-
mance not only relies on a proper choice of structural compo-
nents but varies by orders of magnitude as a function of the
medium polarity. In particular, only an appropriate combination
of molecular design and of solvent leads to an excellent NLO
activity while by changing only one of these two parameters
the same NLO response can completely vanish.

To conclude, it is important to note that this delicate interplay
between solvent and structure is similarly described by FF and
TLM descriptions even if with almost specular behaviors. This
is indeed a remarkable result; in fact, the SOS analysis has
clearly shown that TLM cannot give correct NLO properties
although the results reported in Figure 5 show that TLM
reproduces the FF trends of | µ ·� | in the various solvents.

4. Final remarks

We have presented a quantum mechanical study of a class
of highly polarizable merocyanine compounds belonging to the
family of azinium-(CHdCH-thyenil)-dicyanomethanido chro-
mophores in different solvents. In this class of chromophores,
the response properties are strongly affected by the modulation
of the charge transfer through consecutive annelation of the
pyridyl ring. This annelation effect can in fact cause significant
bond alternation and influence the relative importance of the

Figure 5. FF CAMB3LYP (red), FF MP2 (blue), and TLM (green) µ ·� values for three different systems with respect to different environments.
Points connected with dotted lines refer to HF/6-31G(d) calculations using the Onsager solvation model as reported in ref 10 (values indicated as
DMSO actually refer to DMF). All values are in 10-48 esu.
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aromatic/quinoid character of the azinium ring. A combined
study of electronic excitations, NMR and (hyper)polarizabilities
is used to rationalize the cooperative interplay of solvent and
structural changes in determining the potential second-order
NLO activity of these push-pull compounds.

The three systems studied have shown very different structural
and electronic properties that are finally reflected in the related
behaviors of the (hyper)polarizabilities with solvent; each system
has shown to present the optimal NLO response in an environ-
ment that is specific for it but not necessarily for the others. A
careful quantum-mechanical description is thus necessary to
correctly predict these behaviors; correlated DFT approaches
are possible effective strategies but only when accurately
checked with respect to more stable formulations such as MP2.
In addition, a coupling of correlated methods with solvation
models that can properly account for geometrical and electronic
changes among the systems is of fundamental importance. The
PCM approach used here, even if limited to a continuum picture
of the solvent, can represent a possible choice. The use of a
detailed cavity that follows the real geometrical structure of the
solute and the use of a response operator determined by the
full QM charge distribution of the solute introduces a more
accurate description of the solvent response with respect to other,
widely used solvation models either based on a simplified cavity
or a simplified description of the solute charge distribution.

Finally, a critical analysis of the approximation commonly
used to predict NLO activities has been performed by comparing
FF values of R and � with their estimates obtained adopting
the two-level model. The comparison clearly shows strong
limitations of the simplified TLM description in quantitatively
reproducing the NLO properties. However, the same comparison
also confirms TLM as a useful tool in supporting and interpret-
ing qualitative trends in the nonlinear response with environ-
mental and structural changes.
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